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Because of privacy protection, court 
decisions should be anonymised before 
publishing them on the Internet – that 
means, from text there should be 
removed all information which could 
help to identify persons involved in 
court proceedings.

We developed a system based on 
machine learning to help courts detect 
which part of the text should be 
anonymised.

Court decision anonymisation



Training set contained 2840 court 
decisions of the Supreme court and High 
court in Ljubljana:
 non-anonymised documents in OpenOffice 

(.odt) format;
 anonymised documents available through 

HTTP access in JSON format 
(http://sodnapraksa.si)

Pre-processing:
 text extraction;
 adjustment of anonymised and non-

anonymised version of the text;
 lemmatisation (the process of grouping together the 

inflected forms of a word so they can be analyzed as a single 
item, identified by the word's lemma, or dictionary form).

Data



Taught statistic model, which is able to predict 
which words should be anonymised, based on a form 
or a context of a word.

Approach

 against accused                     because of five criminal offeses



Approach - classification

Classification of words in two classes with the 
method of support vectors.

Word is represented as m-
dimensional vector of 
several features (in our case 
m ~ 600).

Method tries to find an 
optimal hyperplane, which 
segregates points (words 
represented by vectors) in 
this (mapped) place. Linear distinguishable example



Features - basic

m-dimensional vector of features

Basic features
(current word)

1. Word pattern:
     i) short

Janez Novak: Ua Ua
12.4.1915: d.d.d
V8-216: Ud-d
SI56-1550-3554-29: Ud-d-d-d

    ii) long
Janez Novak: Uaa Uaa
12.4.1915: dd.d.dddd
V8-216: Ud-ddd
SI56-1550-3554-29: 

              UUdd-dddd-dddd-dd

5. Matching with the important word in the 
first paragraph (introduction)

2. Prefixes length of 1, 2 in 3
    s.p.: {s, s., s.p}
    mag.: {m, ma, mag}
 

    
 

    

3. Extensions length of 1, 2 in 3
    obdolženega: {a, ga, ega}
    1205€: {€, 5€, 05€}
        
 

    

4. Dictionary is_name, is_surname, 
     is_location
    Janez: [true, false, false]
    Novak: [false, true, false]
    Muhačič: [false, false, false]
    Brezovica: [false, false, true]
    
 

    



Features – context

m-dimensional vector of features

Context features 
(current word)

Bag-of-words model:
Example:
„… Chief prosecutor and the accused John Doe…“:

{Doe, and, John, accused, prosecutor, Chief}

„… Chief prosecutor John Doe and the accused…“:
{Doe, and, John, accused, prosecutor, Chief}

N-gram model (uni-grams and bi-grams):
Example:

„… against accused John…“: {accused, against accused}



Features – context

m-dimensional vector of features

Context features 
(current word)

TF-IDF measure - selection of relevant contextual 
features:

tdfidf = tf x idf

tf - Term Frequency
  frequency of word in the context of anonymised word

idf - Inverse Document Frequency
 the inverse of the frequency of words in the contexts of 

all words



Features – context

m-dimensional vector of features

Context features 
(current word)

Bag of words:
We take a window of words (four before and two after).

Example:
„… Chief prosecutor and accused John Doe, born …“ - anonymised
„… accused, living on address Poljanska ulica …“ - anonymised
„… company, on address Poljanska ulica …“ - not anonymised

N-grams:
Uni-grams for anonymisation: Bi-grams for anonymisation:
„… accused…“ „… EMŠO …“ „… defendant party …“
„… witness …“ „… parties …“ „… new fiduciary …“ 
„… notified body …“ „… No. …“ „… expert opinion …“
„… deceased …“ „… gas station …“ „… university programme …“



Features – features of neighbours

m-dimensional vector of features

basic features
of neighbour words

The classification algorithm assumes the words are mutually 
independent.

Class of the word depends on its neighbours:
Example:

„ … accused Erik Bear…“    or    „Bear is an animal…“

Basic features of neighbour words are also included 
(three before and one after).



5-fold cross validation.

Precision: 72.8% of all cases (words), marked 
for anonymisation are correct (true positive). 
The others are false positives (should not be 
anonymised).

Recall: 91.8% is a rate of true positive cases 
(words) – i.e. our model did not manage to 
anonymise 8.2% of the cases.

Rate of success



• success: »…by initially mentioned decision 
ordering detention against a John Doe from the 
grounds for detention danger of escape and 
danger of repetition…«

• success: »that the detention of John Doe, Jane 
Doe and Michelle Average is prolonged«

• unnecessary anonymisation: »…on the basis of 
international legal aid with Republic of Serbia«

• error: »…hired a security guard named Josip«
• error?: »Supreme court does not agree with 

defendant attorney…«

Examples



Examples – successfull anonymisation

Grey colour
means, that 

currently this
text is not 
published

Green colour
means correctly 
anonymised text

Sometimes part of 
the text is not taken

into account.
Mistake is typically done,

when text was moved to footnote,
or when there is a typo.



Examples – successfull detection of errors

System correctly
detected and

anonymised typo

Instead Rok »Novak«
the text was
Rod »Novak«



Examples – unneccessary anonymisation

Blue colour means
unneccessary
anonymisation

In this case
bank has been 
defendant party



Examples – our mistakes during anonymisation

Red color
means text,

which should be 
anonymised,

but it was not



Processing of one court decison is quick (1s).

System is able to re-learn when new data available. 
Re-learning process takes a few hours. With re-
learning performance of the system could be 
improved.

Consistent use of a system could contribute to a 
unified process of anonymisation, which is also 
improving the process of anoymisation.

Performance



It is possible to generalize our system to other types 
of the documents (for instance audit reports).

The majority of features does not depend on 
document type.

 Except checking the importance of a word in first 
paragraph.

Relevant context of the anonymised word is linked to 
the type of the document. Great diversity of 
documents can make the anonymisation very 
difficult.

Functioning of the system



User interface
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Questions...
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